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TESTS FOR STRUCTURAL CHANGE 

IN COINTEGRATED SYSTEMS 
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This paper considers tests for structural change of the cointegrating vector and the 
adjustment vector in the error correction model with an unknown change point. This 
paper derives new tests for structural change, which are applicable to maximum 
likelihood estimation. Our tests for structural change of the cointegrating vector 
have the same nonstandard asymptotic distributions that have been found by Hansen 
(1992a,Journal of Business and Economic Statistics 10, 321-335). In contrast, the 
tests on the adjustment vector have the same asymptotic distributions that have been 
found by Andrews and Ploberger (1994, Econometrica 62, 1383-1414) for models 
with stationary variables. Asymptotic critical values are provided. 

1. INTRODUCTION 

This paper considers tests for structural change of the cointegrating vector and 
the adjustment vector in the error correction model (ECM) with an unknown 
change point. The purpose is to develop the appropriate test statistics and the 
associated distribution theory in cointegrated systems. It is of interest and use 
because many economic studies have questioned the stability of long-run equi- 
librium relationships. Particularly, there is vast literature on the stability of the 
money demand equation, including Lucas (1988) and Stock and Watson (1993). 

The stability of long-run relationships can be statistically assessed by testing 
structural change of the cointegrating vector between the variables. Some tests of 
this form have been proposed by Hansen (1992a) and Quintos and Phillips (1993), 
which use the fully modified estimator of the cointegrating vector. These tests are 
not applicable to maximum likelihood estimation and thereby exclude most po- 
tential applications. This paper fills this gap in the literature by deriving new tests 
based on the maximum likelihood estimator (MLE) from the ECM. 

The distribution theory of the cointegrating vector in the Gaussian ECM has 
been developed by Johansen (1988, 1991). We use the same model, but we as- 
sume that the cointegrating vector can be identified with a normalization condi- 
tion. We define Lagrange multiplier (LM) statistics for structural change in the 
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cointegrating vector and the adjustment vector by using the efficient score. Be- 
cause the LM statistics do not require sequential estimation, our tests are com- 
putationally easy and fast. 

Conventional LM statistics are defined with respect to a known break point, 
but we relax this constraint by allowing an unknown break point. In this case, 
classical optimality theory does not hold because a nuisance parameter exists 
only under the alternative hypothesis. To deal with this difficulty, alternative 
testing procedures have been suggested by Davies (1977,1987), King and Shively 
(1993), Andrews (1993), and Andrews and Ploberger (1994). We define average 
(Ave-LM), exponential average (Exp-LM), and supremum (Sup-LM) LM sta- 
tistics based on the optimality arguments of Andrews (1993) and Andrews and 
Ploberger (1994). 

This paper finds that the tests for structural change of the cointegrating vector 
have the same nonstandard asymptotic distributions that have been found by 
Hansen (1992a), although Hansen (1992a) used the fully modified estimator. In 
contrast, the tests on the adjustment vector have the same asymptotic distribu- 
tions that have been found by Andrews and Ploberger (1994) for models with 
stationary variables. 

This paper also extends the stability tests to models with deterministic trends. 
We consider three models: (1) no drift, (2) no trend in the data-generating process 
(DGP), and (3) trend in the DGP. Asymptotic critical values of Ave-LM, Exp- 
LM, and Sup-LM tests are provided for each model. 

There are other related papers by Hansen and Johansen (1993), Quintos (1993), 
and Quintos (1997). Hansen and Johansen (1993) and Quintos (1993) considered 
the likelihood ratio method for detecting structural change by recursive estima- 
tion of the cointegration space. Quintos (1997) developed the parameter stability 
tests using the Wald criterion. All these authors use sequential estimation meth- 
ods; hence, they are complementary to the result of this paper. 

We denote -9as convergence in probability and 3 as weak convergence with 
respect to the uniform metric. The expression B (s) = B M ( f l )represents a Brown- 
ian motion with long-run variance 0.Also, [.] is the integer operator, tr A is the 
trace of matrix A, and vet(.) is the column-stacking operator. 

The next section explains the model and defines the LM statistics for structural 
change of the cointegrating vector and the adjustment vector. Section 3 explores 
the asymptotic distribution theory for these tests. Models with deterministic trends 
are considered in Section 4. Section 5 deals with simulation results of the asymp- 
totic critical values. Small sample Monte Carlo experiments are also done to find 
the power and the size distortion of our tests. An empirical application to the 
money demand equation is made in Section 6. 

2. THE MODEL AND PRELIMINARY RESULTS 

Consider a p-dimensional time series x, generated by the ECM that allows one- 
time structural change in the cointegrating vector as follows: 
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Axt = a p + S{t 2 
I ,  

[ n r ]  + 1) 
x , - ~+ 

I -

i= 

1 

1 
GAx , -~  + u,, 

where a is a p  X r full column rank matrix, P and S are ( p  - r) X r matrices, { . } 
is the indicator function, and u, is independent and identically distributed (i.i.d.) 
with mean zero and covariance matrix 2. 

We assume that the cointegration rank is known and equals r. Therefore, if we 
denote equation (1) as II(L)x, = u,, then the rank of n(= -II(l)) is r. 

Our model implicitly assumes a normalization condition of the cointegration 
space. According to our normalization, x, can be partitioned into r-dimensional 
xl, and ( p  - r)-dimensional x2,. This normalization is a special case of repre- 
senting the ECM. From this representation, the cointegrating vector can be iden- 
tified. The same normalization was used by Phillips (1991) in his triangular 
representation. In principle, any ordering of x ~ ~ , x ~ ~  may be possible if the parti- 
tioned matrix of cointegrating vectors corresponding to xl, is nonsingular and x2, 
is not itself cointegrated. In some cases we can specify the normalization accord- 
ing to economic theory. For example, in a money demand equation, if we set xl, 
to be real balances and x2, to be real income and the nominal interest rate, then we 
can interpret the cointegrating vector P as the long-run income elasticity and the 
interest semielasticity of money demand. 

We define the cointegrating relationship (or the long-run relationship) as 

W ,  = xlt  + ( P  + S{t L [ n r ]  + 1))'x2,, (2) 
which is stationary (or I(0)). 

Our definition of the cointegrating relationship is different from that of Engle 
and Granger (1987) because we allow one-time structural change in the cointe- 
grating vector at the break point 7. This is new and unconventional. Our model 
can be reduced to the conventional model if the cointegrating vector is stable; 
therefore, the conventional model is a special case of our model. 

The break point r intersects two subsamples, t = 1,2,..., [ n r ]  and t = [ n r ]  + 
1,...,n. Hence, the corresponding cointegrating vectors are /?and P + 6, respec- 
tively. We treat r as fixed until we define optimal tests for unknown r .  

The null and alternative hypotheses for the stability of the cointegrating vector 
p are 

%,f: S = 0 and %f: S # 0. 

Assumption 1. 

(a) T E T" and T*  = [?,?I C (0,l). 
(b) { u ! }  - i.i.d. (0,s). 

We define the parameter vector 

0 = vec(S, p , a , r , 8 )  E 0, 

where 

r = (ri,rd ,...,r/-,)I. 
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We also define the cr-field 6 generated by x,-i for i = 1,2,. ... The log- 
likelihood function, with the auxiliary condition that u, is normally distributed, is 
given by 

where 

and ut = ut(0) in equation (1). 
We denote 8 ( ~ ) ( =  f?,(~)) as the unrestricted MLE of 0 for known 7 E7". That 

is, 

6 ( ~ )= ar max Cn(O, 7). 
$E@ (4) 

If we denote 8(= 8,)as the restricted MLE of 0, then 

8 = argmax C, ( 0 , ~ ) .  
e E @ , S = O  

(5) 

Our tests use the restricted MLE. Methods to compute the restricted MLE 8 
have been suggested by Ahn and Reinsel (1988) and Box and Tiao (1977). 

The first-order conditions of the unrestricted likelihood function are given by 

and 

where it= u,(f?) in equation (1) and Gt = xlt + (6 + 8{ t  2 [ n ~ ]+ 1 ) ) ' ~ ~ ~ .  
We denote ii, = u,(@ in equation (I), and z, = (Axl,Ax:-, ,... 
Let 

where 
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The restricted MLE 8 satisfies the first-order conditions except equation (6). 
We call A!(T) the Lagrange multiplier (or the score), which is based on equation 
(6) and an asymptotically negligible term. The score function uses the partial 
sum, for example, ~!"=;lz,- z:- instead of the grand sum because the former can 
be properly extended to the model with deterministic trends. 

We define the LM statistic for the null hypothesis Nt as follows: 

L M ~ ( T )= (A:(T))] (7).A!' (7) [Est. ~ a r  -'A: 
If we use the asymptotic results in Section 3, we have the following: 

where Slln(i) = n-I Z ~ ~ R ~ ~ ~ ( T ) R I ~ ~ ( T ) ~  = op(l).and S U P ~ E ~ + O ~ , ( ~ )  

Thus, the estimated variance of the score A:(T) is given by 


Est. ~ar (hf (7) )  = LTt%-'ci @ VI1,(7), 

where Vlln(r) = n-ISlln(7) - n-lSl,n(~)Sll,,(l)-lS1ln(~)% =and 
n-I E:=l 

Let 

where fir = (~~$-lz)-l/2'ztE-1;r.  

If we neglect asymptotically negligible terms, the LM statistic for 7-l: against 
3-1f is given by 

L M ~ ( ~ )= trg,P'(8,~)[~,ln(~)]-'g,P(8,7). (11) 

The LM statistic is a simple function of the data and the restricted MLE 8. 
Because we can use existing estimation methods, it is computationally easy and 
fast. In contrast, Wald statistics and likelihood ratio statistics for this model re- 
quire sequential estimation, which is much more computationally burdensome. 

2.1. Stability of a 

Consider the tests for structural change of the adjustment vector a for a known 
break point 7 in the equation 

In this case, the null and the alternative hypotheses are 

3-10": E = 0 and F l y :  E # 0. 
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The parameter vector f3 is now defined as 0 = vec(~,p,cu,T,'C), and the log- 
likelihood function is given by 

where 

l,(e) = - log 1x1 - tr ur(f3)u:(f3)C-', 

and u, = u,(f3) in equation (12). 
Note that we have the same restricted MLE 8as before. The first-order condi- 

tions of the unrestricted likelihood function are given by equations (7)-(9), and 

The restricted MLE 8satisfies equations (7)-(9), but it does not satisfy equa- 
tion (13). We have the following Lagrange multiplier, which is based on equation 
(13) and an asymptotically negligible term: 

where 

rn.1 -1 

( T )  = % -- ( Z - ~ Z - ~ )  ~ ~ - 1 ,  = XI,  + Br*.2r.% z - ~  and 
r= 1 

We define the LM statistic for the null hypothesis 'Hz as follows: 

LM: (7) = A:' ( r )  [Est. Var (A; (T))] -'AU,(7). 

To estimate the variance of the score hU,(r), we use the following asymptotic 
result: 

In.1 -where SLLn(7) = n 1x,=lliZt(7)R2t (7)'. 
The estimated variance of the score h;(r) is given by 

st. Var(A;(r)) = 2-' 8V22n(~), 

where V22n(~) = S2zn(7)- S22n(~)S22n(l)-~S22n(~). 

Let 
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The LM statistic of the tests for 3-t; against 3-ty is given by 

2.2.Joint Stability of /3,a 

Now, we consider the tests of the one-time structural change in p and a for a 
known break point r in the equation 

Ax, = (a + e{t 2 [nr] + 1)) p + S{t z [nr] + 1) 

The null and the alternative hypotheses to test for structural change of /3 and a 
jointly are 

I - ~ ~ : S = E = Oand 3 - t ~ : S f  0 o r e f  0. 

In this case, the parameter vector is defined 0 = vec (6, e, p ,  a ,  T, Z) and the re- 
stricted MLE 8 can be defined as before. 

We define the LM statistic for the null hypothesis as follows: 

To calculate the asymptotic variance of the score A?(?), we use the following 
asymptotic result: 

From the asymptotic results in Section 3, n-1/2S12n(r)jP0 uniformly in 
r E r*,  where S12n(r) = n-I zLnT1 This result implies that the r = l  ~ ~ ~ ~ ( r ) R " ~ ~ ( r ) ' .  
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variance of the score A$(T) is block-diagonal asymptotically. Thus, the LM sta- 
tistic of 7-lpagainst 7-lPis asymptotically equivalent to the simple sum 

2.3. Unknown Break Point 

We have defined the LM statistics for fixed T. This is appropriate when T is 
known to the econometrician. More typically in applied work, it is natural that the 
break point T is thought to be unknown. In this case, the testing procedure is 
nonstandard because a nuisance parameter T appears only under the alternative 
hypothesis. Tests with specific optimality properties have been proposed by Davies 
(1977, 1987), King and Shively (1993), Andrews (1993), and Andrews and 
Ploberger (1 994). We follow Andrews (1 993) and Andrews and Ploberger (1 994), 
whose method is based on the weighted power criterion function with respect to 
the randomized nuisance parameter. 

If we assume that T lies in T* = [T,?], then the optimal tests are defined as 
follows: 

and 

Sup-LM; = Max LML([t/n]), 
tE[r,t7 

where t = [ n ~ ] ,? = [n?], and i = p,a,Pa. 
Andrews and Ploberger (1994) proposed the asymptotically optimal test sta- 

tistic that is a function of the concentration parameter c. Because the Ave-LM 
statistic is defined with respect to c -+0, the power is concentrated on the alter- 
native that is near the null hypothesis. The Exp-LM statistic is defined with re- 
spect to c +co,and so the power is concentrated on the alternative that is very far 
from the null hypothesis. The power of the Sup-LM statistic is also concentrated 
on the distant alternative hypothesis. 

3.MAIN RESULTS 

We use the following representation theorem (for proof, see Engle and Granger, 
1987; Johansen, 1991). 

THEOREM 1. (Granger-Johansen representation) Assume that the null hy- 
potheses are valid, so that there is no structural change. We assume that x ,  is 
integrated of order one under the null hypotheses. Suppose the cointegration 
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relation holds, that is, Il = ay ' ,  where y = ( I , P t ) ' ,and a and y are p X r full 
column rank matrices. V a l  and y, are p X ( p  - r )  full column rank matrices 
such that a ;a  = 0 and y; y = 0, then the ECM can be represented by 

Ax, = C(L)u,, 

with C(l) = y,(alT(l)y,)-'a;, where q ( l ) is the derivative of n(L)for L = 1, 
(2 )  

where @(L) = (C(L) - C(1))/(1- L), and 
(3) 

Under the null hypotheses, the representation theorem implies that xi can be 
decomposed into stochastic trends and a stationary component. The cointegration 
matrix y eliminates the stochastic trends; hence, the cointegrating relationship is 
stationary. 

Typically, we define =$ as weak convergence on the space C[0,1] with re- 
spect to the uniform metric. Here, we need to define weak convergence of the 

1n.I Ln.1projected sequence R12r(~)= x z l - ~- Ct=lx z i - ~z ~ - ~ ( X ~ = ~z t - ~Z : - ~ ) - ~ Z ~ - ~ .  
Hence, we need * to denote weak convergence on C[0,1] @ T*; with respect 
to the uniform metric p (., a ) ,  where 

and 1 . 1  is a matrix norm. That is, ]A1= (trAtA)'/' 

Assumption 2. 

(c) E ~ < CO. ~u ~ 
(d) XP=, k2 1 Ckl < CO, where C(L) = X& CkLk 

(el S ~ P O E ~ I 01 < CO. 


We denote C2(l) as a partitioned matrix of C(1) that corresponds to xzi; hence 
its dimension is ( p  - r) X p. 

LEMMA 1. Under the null hypotheses and Assumptions 1 and 2, 



STRUCTURAL CHANGE IN COINTEGRATED SYSTEMS 231 

and 


where W ( s )  = BM(C). 


To show the main theorem, we use a weak convergence theorem of Hansen 
(1992b). 

LEMMA 2. Under the null hypotheses of no structural change and Assump- 
tions 1 and 2, 

and 

uniformly in r E T*,where 

and 

To simplify the main theorem, we define the following standard Brownian 
motions: 

The tests for structural change of the cointegrating vector P have the following 
property. 

THEOREM 2. Under 3-1: and Assumptions 1 and 2, 

where 
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and 

Hence, 

and 

S U ~ - L M ~aMax L M ~ ( T ) .  
7 E r X  

Even though vec F( r )  is distributed as mixed normal with covariance matrix 
I @ V(r), ~ ( 7 ) ~  is not a Brownian bridge, as defined in the stationary case, 
although it is still tied down. Hence, our asymptotic distributions are different 
from those found by Andrews (1993) and Andrews and Ploberger (1994). 

Because the distribution of L M ~is chi-squared for a known r ,  our tests for 
structural change of the cointegrating vector are standard only if we know the 
change point. Our distribution is the same as that found by Hansen (1992a), 
although Hansen (1992a) used the fully modified estimator. To estimate efficient 
scores, bias correction is needed because the least-squares estimator of the co- 
integrating vector is not ~edian-unbiased. However, this bias does not exist in 
our model, which makes honparametric estimation avoidable. 

The distribution of our tests depends only on the number of parameters and the 
admissible range of the break point. The empirical distribution and the associated 
asymptotic critical values can be generated by simulation. These results are pre- 
sented in Section 5. 

On the other hand, our tests for structural change of the adjustment vector have 
the same asymptotic distribution as in the stationary case, as we now show. We 
define J ( s )  as apr-dimensional standard Brownian motion, which is independent 
of B,(s) and B2(s). 

THEOREM 3. Under 'H; and Assumptions 1 and 2, 

where J ( T ) ~  = J(T) - rJ(1). 
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Also, 

and 

Sup-LM; 3 Max LMa(r). 
T E T *  

Here J ( T ) ~  is a standard Brownian bridge; hence, the distributions of tests for 
structural change of the adjustment vector a are the same as those for stability 
tests in stationary regressions. The distribution of the Sup-LM test has been found 
by Andrews (1993), and those of the Ave-LM and the Exp-LM tests have been 
found by Andrews and Ploberger (1994). Thus, tests for structural change of the 
adjustment vector can be based on the empirical critical values provided in those 
papers. 

The joint test for structural change of /3 and cu has the following asymptotic 
distribution. 

COROLLARY 1. Under Fir and Assumptions 1 and 2, 

Hence, 

and 

The proof comes from Theorems 2 and 3. 

4. MODELS WITH DETERMINISTIC TRENDS 

When a model has deterministic trends, the distribution theory changes depend- 
ing on the detrending method. If we use demeaned or detrended data, then we 
should use the corresponding distribution theory. This section considers two mod- 
els: (1) no trend in the DGP and (2) trend in the DGP, although these two models 
use the same ECM with drift. This section considers only tests for structural 
change of the cointegrating vector. The distribution theory for structural change 
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of the adjustment vector is invariant to the detrending method in the sense that the 
detrending method only removes the deterministic trends. In contrast, the de- 
trending method affects the stochastic trends of the integrated variables. The 
distribution theory for joint stability is straightforward. 

4.1. No Trend in the DGP 

Suppose we have the following model that allows one-time structural change of 
the cointegrating vector for a known break point T :  

I 1- 1 

+ u,.A X ,  = p + a 
/3 + 8{t E-[ n ~ ]+ 1))Ix,-,+ z r n ~ , - ~  

We assume in this subsection that a; p = 0, which means that there is no trend 
in the DGP. If we denote zT = (1,z,) ,  then we have the following property. 

LEMMA 3. 

[ n ~ l  t [nrl * where RL,(r)  = - ~ ~ - ~ z ~ ~ ) - ' z , " - ~ .x 2 , - ~  Llx ~ ~ - ~ z ~ - ~ ( X ~ = ~  
This paper uses the score function based on the partial sum, which works prop- 

erly in the model with deterministic trends. On the other hand, the score function 
based on the grand sum entails a nuisance term, and the variance estimator of the 
score function does not correspond to that derived from the Hessian matrix in the 
model with deterministic trends. 

Whereas demeaned Brownian motions are typically defined with respect to the 
grand mean W2(s)ds, we use the partial mean process l/rS,' W2(s)  ds. Thus, 
W<(S,T)is an array with argument ( s , ~ ) ,with s 5 T .  For notational economy, we 
denote W;(T) = W$(S,T).The following lemma can be verified analogously to 
that of Lemma 2 if we use the weak convergence theorem by Hansen (1992b). 

LEMMA 4. Under 'Hf, = 0, and Assumptions 1and 2,a ;  p 

and 

Under the null hypothesis of no structural change, the model can be esti- 
# - - 

mated by existing methods. Suppose ( @, 5,P ,r,2 ) is estimated by those meth- 
ods. We denote %, = u , (p ,5 ,p ,T )  for u, in equation (27). We also denote 
Syln(r) = and = n-lSTln(7) - n- lSTl , (~)n-' z ~ z ~ R ' ; ~ , ( T ) R ; ; , ( T )  V ; l l l (~ )  
s;,n(l)-ls:ln(T). 
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The LM statistic of the tests for structural change of the cointegrating vector in 
this model can be defined 

LM;*(T) = trg{*'(e",~)[~~,(~)]-lg{*(8",r), (29) 

where g f * ( 8 , ~ )  = RR~(T)U;n- '  cLY ,~  and 6, = ( d t e - 1 d ) - ' / 2 ' ~ ' ~ - 1 i i , .  


LEMMA 5. Under .FI{,a;,u = 0, and Assumptions 1and 2, 


where 

V*(T)= 1'B;(s, r)BI1(s, T) ds, 

and 

Hence, 

and 

S U ~ - L M ~ *II Max L M ~ ( T ) .  
T E T *  


The proof is analogous to that of Theorem 2. Its distribution is based on the 
array of demeaned Brownian motions with respect to the partial mean process. 

4.2.Trend in the DGP 

If a; p is nonzero in equation (27), the DGP contains a linear trend. Because the 
linear trend cannot be removed by demeaning only, the linear trend remains and 
dominates stochastic trends. Hence, its distribution is different from that of no 
trend in the DGP. 
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LEMMA6. Suppose ( p  - r )  X ( p- r - 1)matrix v ,  and ( p  - r)-dimensional 
vector v satisfy v;v = 0, where v = C2(1)p.  The sample moments have the 
following asymptotic properties: 

and 

,,-2 v 1 S;l , l (r)v=$v 'v  I,' - ~ 1 2 ) ~a ( S  ds v 'v .  

W e  define 

where B,(s) is the ( p  - r - 1)-dimensional standard Brownian motion. 

THEOREM 4. Under 3-1tand Assumptions 1 and 2, 

where 


P ( T ) ~= F(r)  - V(r )V ( l ) - 'F ( l ) ,  


and 

V ( r )=1B,(s,r)&(s, r )  ds. 

Hence, 

and 


s u p - ~ M f x  Max L M ~ ( T ) . 
= e ~  
T E T  
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If a linear trend exists in the DGP, one stochastic trend is replaced with a 
deterministic trend. When p - r = 1, &(s,T) is based only on the deterministic 
trend s - r/2. The asymptotic distribution theory is different from that of no 
trend in the DGP although the same model is applied. To get the exact distribu- 
tion, it is important to know the DGP correctly. If we know that the DGP contains 
a linear trend, then we use the asymptotic critical values of the model of trend in 
the DGP. The hypothesis a; p = 0 can be tested with the likelihood ratio method 
by Johansen (1991) because the model of no trend in the DGP is a nested case of 
the present one. 

5. SIMULATION RESULTS 

We have shown that our new tests for structural change have nonstandard distri- 
butions. These distributions depend on the admissible range of change point and 
the number of parameters. The empirical distribution tables are generated by a 
sample size of 1,000 and 10,000 replications. The stochastic functional of multi- 
variate Brownian motions and its optimal test statistics are constructed by the 
Gauss random number generator on an IBM RISC-6000. 

The admissible range of change point is symmetrically set at [0.05,0.95], 
[0.15,0.85], and [0.25,0.75]. As we know the range more precisely, the test has 
more power because it is closer to the classical test. When we have no informa- 
tion on the structural change, a wider range test captures any possible structural 
changes. Because our model generally contains many parameters, the admissible 
range is limited even with a parsimonious specification. Hence, the choice de- 
pends relatively on the availability of prior information and the number of usable 
observations. 

In Table 1, the asymptotic critical values of the Ave-LM test for structural change 
of the cointegrating vector and joint stability are provided. Here P and r denote 
the number of variables and cointegration rank respectively. The admissible 
change points are given symmetrically. For example, 7 = 0.15 indicates that r E 
[O, 15,0.85]. As 1increases, asymptotic critical values of the Ave-LM test increase. 
When the model of trend in the DGP is used, the critical value of L M ~withp = 2 
and r = 1 changes from 2.48 to 2.73 as 1moves from 0.15 to 0.25. 

Asymptotic critical values of the Exp-LM test are given in Table 2, and those 
of the Sup-LM test are in Table 3. Asymptotic critical values of these tests gen- 
erally decrease as the admissible range of the change point becomes narrow. The 
asymptotic critical values do not vary much among different models. The model 
of trend in the DGP has generally smaller Ave-LM and Exp-LM critical values. 
However, critical values of Sup-LM tests are higher in this model. 

The number of coefficients of a is larger than that of P because of normaliza- 
tion. Therefore, the critical values of the tests for joint stability largely depend on 
those of the stability of a. 



238 BYEONGSEON SEO 

TABLE1. Asymptotic critical values for Ave-LMP, Ave-LMP" 
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TABLE1. (continued) 
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TABLE1. (continued) 

5.1. Power 

Suppose we have the following local alternative hypothesis: 

where 6, = 6 in equation (1). 
The asymptotic power function is driven by the Lagrange multiplier under the 

local alternative hypothesis. This can be defined alternatively as follows: 

uniformly in T E T " ,  where RI2,(1-T)  = x2,-, - x ~ ~ - ~ z ; - ~C:l=[,Tl+I 
(C:=[nTl+~z ~ - ~ z : - I ) ~ z ~ - ~ .  
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TABLE2. Asymptotic critical values for EXP-LM~, EX~-LM@" 
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TABLE2. (continued) 

p = 5 , r = 2  

EXP-LM~ EXP-LM~ 
5.94 6.82 8.95 5.95 6.93 8.98 
6.07 6.93 9.03 6.09 7.02 9.05 
6.18 	 7.01 9.11 6.26 7.15 9.01 

E X P - L M ~  EXP-LM? 
13.11 14.38 17.23 13.12 14.47 16.99 
13.39 14.62 17.50 13.45 14.71 17.22 
13.68 14.90 17.65 13.76 15.01 17.52 

(continued) 
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TABLE2. (continued) 

The following lemma can be verified analogously to Lemma 2. We denote r0as 
the true break point. 

LEMMA 7. Under 3-1: and Assumptions 1 and 2, 

(32) 

The power of the test mainly comes from the decision error d. If r0is known, 
it removes uncertainty. This case generates the power envelope for the tests that 
treat r as unknown. 

Figure 1 depicts the asymptotic local power function of the tests for structural 
change of the cointegrating vector from the following bivariate model: 

1 

-1 + d/n{t 2 [nr] + 1) 

where {elt,e2,)' are i.i.d. and standard normal with covariance p.  
Monte Carlo experiments are based on a sample size of 250 and 3,000 repli- 

cations for each d = 0,2,...,30, and p = 0.2. The break point r is assumed to be 
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TABLE3. Asymptotic critical values for Sup-LMP, Sup-LMP" 
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TABLE3. (continued) 

SUP-LM~ 
17.95 20.06 24.89 
19.10 21.19 25.76 
20.38 22.44 26.69 

SUP-LM? 
32.81 35.68 41.24 
34.28 37.16 42.57 
35.95 38.51 44.09 

(continued) 
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TABLE3. (continued) 

Local Alternative: d 

FIGURE1. Power function ( N  = 250, 5% size). 
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uniformly distributed over [.15, .85]. The chi-square test, which is based on the 
true break point, rejects 88.0% of the null hypothesis at the 5% size when the 
local alternative dis 20.Ave-LM, Exp-LM, and Sup-LM tests reject 81.3%, 83.1 %, 
and 82.696, respectively. 

5.2. Size Distortion 

Suppose we have the following local alternative hypothesis: 

where en = E in equation (12). 
Figure 2 shows the size distortion of the tests for structural change of the 

cointegrating vector from the following bivariate model: 

Monte Carlo experiments are based on the same parameters as in Section 5.1 
except e = 0,1,2,. ..,lo. Also, r is uniformly distributed over [.15,.85]. The 
chi-square test at the 5% size rejects 5.8% of the null hypothesis at Z = 5. Ave- 
LM, Exp-LM, and Sup-LM tests reject 5.8%, 6.1%, and 6.2%, respectively. Hence, 

0 1 2 3 4 5 6 7 8 B 

Local Alternative: e 

FIGURE2. Size distortion (N = 250, 5% size). 

10 
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small sample experiments show that the Exp-LM test has more power than other 
optimal tests whereas the Ave-LM test has smaller size distortion. 

6. EMPIRICAL APPLICATION 

In this section, our stability tests are applied to the U.S. money demand equation 
for the period 1900-1985. Specifically, we test structural change of the income 
elasticity and the interest semielasticity of money demand. This question was 
posed by Lucas (1988). Although the instability of the postwar U.S. money de- 
mand equation has been raised by many authors, Lucas was interested in a stable 
equilibrium relationship over a century. 

We use the data set that was constructed by Lucas (1988): m is MI, p the price 
index, y real income, and r the short-run interest rate. All variables are in loga- 
rithms except the short-run interest rate. We assume that the change point is 
known to lie in [0.15,0.85]. All empirical work is done in Gauss, and it is repli- 
cable with any software that is capable of matrix operations.' 

Because the real money balances and real income contain growth terms, the 
model of trend in the DGP is used. The short-run interest rate is regarded as 
integrated because the augmented Dickey-Fuller test cannot reject the unit root 
hypothesis. Johansen's cointegration test rejects the null hypothesis of no cointe- 
gration at each VAR lag length from 1 to 9, which suggests a long-run cointe- 
grating relationship of the money demand equation. 

Johansen's test is also applied to real income and the interest rate, but the null 
hypothesis of no cointegration is maintained at each VAR lag length. This result 
supports the normalization condition that is made with respect to the real money 
balances. When the lag length picked is 3 by Akaike information criterion, the 
long-run relationship and adjustment coefficients are estimated as follows: 

where standard errors are in parentheses and * denotes 5% significant. 
Our tests cannot reject the stability of the cointegrating vector /3 at the 5% size. 

In Figure 3a, LM statistics show some spikes in the 1930's, but they are not 
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significant. Hence, the U.S. money demand equation has a stable long-run rela- 
tionship for the period 1900-1985. This result corresponds to the conclusions of 
Lucas (1988) and Stock and Watson( 1993). 

On the other hand, Ave-LM and Exp-LM tests reject the stability of the adjust- 
ment vectors a at the 5% size whereas the Sup-LM test does not. Figure 3b shows 
that LM statistics are close to the 5% critical value of the Sup-LM test after the 
1950's. Lucas (1988) indicates that the real money balances do not grow at the 
same rate as real income after the 1950's, which may affect the stability of a 
because the change in the growth rate lowers the speed of adjustment to the 
equilibrium. 

7. CONCLUDING REMARKS 

This paper has proposed new tests for structural change of the cointegrating vec- 
tor and the adjustment vector in the ECM with an unknown change point. Tests 
for structural change of the cointegrating vector have nonstandard asymptotic 
distributions that are different from those found by Andrews and Ploberger (1994). 
In contrast, tests for structural change of the adjustment vector have the same 
distributions that have been found for models with stationary variables. We have 
also shown that detrending methods change the distribution theory of the tests for 
structural change of the cointegrating vector. 

The crucial condition made in this paper is the normalization of the cointegra- 
tion space. Without this condition, the cointegrating vector cannot be identified 
even though the cointegration space can be identified. It is important to identify 
the cointegrating vector if we wish to test its stability. The normalization condi- 
tion is often useful in empirical studies and has been used by many authors. 

NOTE 

1. A Gauss program can be requested from the author. 
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APPENDIX A: MATHEMATICAL PROOFS 

In theAppendix, wedenote IIA/I, = (EIAq/)'/q, IAI = (trA'A) 1/2,sup,E,+op,(1) = op(l), and 
supTET*OpT(l)= Op(l). We also denote 2, = (wi, z:)', where z, = (Ax:, . . . ,Ax:-,+2)'. We 
use the following lemmas. (For the proof of Lemma 8, see Hall andHeyde, 1980, p. 143; for 
the proof of Lemma 9, see Andrews, 1988, p. 460, and Andrews, 1993, pp. 846-847). 

LEMMA 8. (Hall and Heyde, 1980). Zj{zr) is uniformly square integrable, then 

LEMMA9. (Andrews, 1988, 1993). Zf{ur} i s a  uniformly integrable L'-mixingale, then 

E ~ u ~ l n - l ~ ~ ~ l + O ,s s n  r=l s ~ ~ n - ~ ~ u , ~ + " O .and s s n  

Proof of Lemma 1. By the invariance principle of Phillips and Durlauf (1986). 

We need to show 

I Ins1 


P ( sE [o . l~n - " 2 x ~ m 1 - ~ ( l ) ~ u .> c ) r P (  S E [ O , ~ In - 1 / 2 1 ~ ( ~ ) u [ n , l > r ) + 0 . 
sup t= I sup 

If {@ (L) u,) is uniformly square integrable, we can apply Lemma 8. 

In the same way, we can show liAxtli2 < and llwtliz < w if &=lk(Ckl < a, 
uOI2< co.Thus, ~ u p ~ ~ ~ n " *  supsE,)0l < co,and E 1 1 ir( +P 0. 

We need to show 

S P  sup n - l / 2 y ' @ , ( ~ ) u [ , l l > a ) + 0 . 

sE~o,ll 


where (L) = (@(L) - @(1))/(1 - L). Here xF=l k2 I < m, andCkl < co,S U P ~ E O ~ ~ ~  

El uo12 < co imply 

mailto:n-l/2y'@,(~)u[,ll>a)+0
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We need to show S U ~ ~ E [ O . I ] , . ~ . * ~ ~ - " ~  -tP0.~!~x~z:(~~?z~zl)-'z[~,~l 

If we can show that v, = {ztz: - E(zozb)} is a uniformly integrable L1-mixingale, we 

can apply Lemma 9 to show sup,,,*n-' I zFC; ;~~ , I-tPO. We denote vlt = {4xr4x: -
E(4x04xA)), vzt = {wtwl - E(wowh)), and vjr = {4xtw; - E(4xOwt))}. 

because Cy=o I Ck/< co.Thus, vt is an L1-mixingale. 
We can also show that IJE(v2rlFt-,)I~l -+ 0 and I ( E ( V ~ ~ ~ F ~ - , , , ) ~ ( ~  -+ 0 as rn -+ co if 

Cr=lklCkI < co and s~p~Etz181 < co,(v;, ,v~,,u~,) '< co.Because /IirlJ2 is uniformly inte- 
grable. From Lemma9, we have sup,,,*n-' 1~5",](i,i: - E(i0ib))l jP0. 

Ln.1 
sup n-' Bx,z: = 0,(1). 
7E7* t=1 

where Al = E(4xow6) + E(qOw;), and q t  = @(L)u,. 

where AXi = E(4x04xi, + . . . + 4xi4xi,) + E(qo4x;) for i = 0,1,.. .,1 - 2. 
Because supSEjo, l ~ n - ' / 2  I zlns]1 -fP 0, we have 

Proof of Lemma 2. Because we have n-'/2R12[,Isl(~) +W2(s), and {u,) is a martingale 
difference sequence, we can apply the weak convergence theorem by Hansen (1992b) for 
the proof of (21). (22) holds by the continuous mapping theorem (CMT). 
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By Lemma 9, 

uniformly in T E T*. 

LEMMA 10. (Johansen, 1988). 

f ivec(6  - a ) '  * (2'" @ Q - ' ) K ( ~ ) ,  

where 

where Rz,(l) = wr-1 C.:=l wt- lzr- l (C.~=~- Z ~ - , Z ~ - ~ ) - ~ Z , - I .  

Proof of Lemma 10. The distribution theory of fi has been found by Johansen (1988) 
in the ECM with a general normalization condition. Hence, Lemma 10 is a special case of 
Johansen (1988). 

Because the restricted MLE satisfies equations (7)-(9), 

and 

From the Taylor series expansion, 

(a12-I Q n-I r =i1 R12r(1)u;) vec(1) 
n vec(p - p) 


\iTi vec (6 - a) '  

(2-1 @ n " '  iR2,(l)u:) vec(1)

r=1 
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where O* E [8,8], 

and -H12n(0) = n-1/2(a'X-1 @S12~(1)) - n- ' ( I@n-1/2Cy=l R2,(l)u:2-')A, whereA 
is a rotation of the identity matrix satisfying A' = a vec(a)/d vec(al). 

We will show S12n(l) = Op(l) in (AS). Because 0" + p  8 and H12n(0) + P  0. 

n vec ( p- P )  

fivec ( 5  - a) '  

We will show n-'/* Z ~ , ] ( C - ' / ~ ' U ,  @ R2,(l)) 3 K(s) for the general case in (A.7). 
Next, we show that E(Wl (s)K(s)') = 0. 

where E ( R d 1 ) )  = E(w6) - E(wozb)E(zozb)-'E(z01. 
In the same way, we can show E(Wz(s)K(s)') = 0. 

Ln.1 IProof of Theorem 2. If we denote R0,(7) = Axr - Z , - ~ Z , - ~ ) - 'X ~ Y ? A ~ , Z ; - ~ ( ~ , = ~  
z,-', then the model can be written 

xE,] I.'] 
 Iwhere u,(r) = u, - u , z : - I ( ~ , = Iz,-IZ,-11-'z,-I. 

The estimated residual satisfies 
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Because 

we can show S 1 2 , 2 ( ~ )  = OpT(l) by using (A.6) and Lemma 9. 

- n-1/2S12n(r)fi(ti - a ) '  

because ti - a = op(l) and 2 - Z = o,(l). 
Because n -'Slln(r) 3 S l  WZWi by Lemma 2, 

Vlln(~)3 [w2w; - I,'w2w; (I,'w2w;)-' 1wzw: 

Because ( c ~ ( ~ ) S C ~ ( ~ ) ) " ~  is nonsingular, LM;(T) 3L M ~ ( T )by the CMT. H 

Proof of Theorem 3. Let e,(r) = S-'/"u, @ RZr(r). 

Let el,  = 2-1'2'~t =@ w t - ~  and e2* 8-1/2'u,@ zt-1. 
Because {ell I&} and {e2, 13;) are martingale difference sequences, and Elio12 < co, 
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Because er (r )= e l , - [ I @ CZZw,-lz:-~(~F~?z,-1z~-~)-~]e~~, 

Because Gr= w, + (j? - /3)'xzt, 

rn.1 - rn.1 -
n-'l2 X R 2 r ( ~ ) G 1= n-l12 2 R2,(r)u1- S 2 2 n ( ~ ) f i ( G- a)' 

r= I , = I  

- n - 1 / 2 ~ 2 1 n ( ~ ) n ( j ?p ) a t-

In.1 
- x -"~ '@ n-I R2,(r)R4,(r) f i  vec(5 - a)'( )i = l  


+ o p T ( l )  

=.K ( T )- ( ~ - l / ~ '  @ Q - ~ ) K ( ~ )@ T Q ) ( X I / ~  

= K(T)- rK(1) .  
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Because V 2 2 n ( ~ )S2zn(7) S 2 2 n ( ~ ) S 2 2 n ( l ) - 1 S 2 2 n ( ~ )~ ( 1T ) Quniformly in T E= - +P -
5- *, 

.Thus, LM,"(T)+ 1 / ~ ( 1- - -T )  ( J ( T )  T J ( ~ ) ) ' ( J ( T )T J ( ~ ) ) .  

Proof of Lemma 3. The representation theorem in the model with deterministic 
trends is 

and 

Using Lemmas 8 and 9, 

where 6,;' = u,.diag(l,G,.iTi,. ..), and xp = ~(1 )2 :=~  

Thus, n - ' / 2 ~ ; 2 r , . 5 1 ( ~ )  - W.
* C2(1)W I / T C ~ ( ~ ) $ ~ ~  . 
Proof of Lemma 6. Since demeaning cannot remove a linear trend in the DGP, the 

projected series contains the linear trend. If we use Lemmas 8 and 9, then 

Thus, 

n - " 2 v ; ~ ~ 2 m , l ( ~ )+v ; C 2 ( 1 ) W * ( s , ~ ) ,and n - ' v ' ~ ~ , ~ , , ~ ( ~ )  -=1v ' v ( s  7 /2) .  . 
Proof of Theorem 4. If we denote R&(T)= Axt - 2F2Axrz,.lI ( Z S ~ ?  ;I;, z:L1)-l 

Z T - ~ , then the model can be written 
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where u I ( ~ )  = ut - x s  U ~ Z T L ~  The estimated residual satisfies ( x ! ~ ?  Z , ? ~ Z ~ ~ ) - ' Z ; * _ ~ .  

because SfZ,,(T) = OPr(l), and - a) '  = 0,,(1). 

We define A = ( ~ , , n - ' / ~ v )  and D = diag((v;~2(l)~~~(1)v,)1'2,v'v). By using 
Lemma 6, we have the following results: 

and 

Because D is nonsingular, LM~"(T) =,L M ~ ( T )by the CMT. 
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